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Abstract—Methods for risk assessment in information security
suggest users to collect and consider sets of input information,
often notably different, both in type and size. To explore these
differences, this study compares twelve established methods on
how their input suggestions map to the concepts of ArchiMate,
a widely used modeling language for enterprise architecture.
Hereby, the study also tests the extent, to which ArchiMate
accommodates the information suggested by the methods (e.g.,
for the use of ArchiMate models as a source of information for
risk assessment). Results of this study show how the methods
differ in suggesting input information in quantity, as well as in
the coverage of the ArchiMate structure. Although the translation
between ArchiMate and the methods’ input suggestions is not
perfect, our results indicate that ArchiMate is capable of modeling
fair portions of the information needed for the methods for
information security risk assessment, which makes ArchiMate
models a promising source of guidance for performing risk
assessments.

I. INTRODUCTION

Managing information security has become an integral
part of enterprise IT governance. Even more so in larger
enterprises with complex landscapes of IT systems and higher
dependence on automated information processing. In fact,
having a systematic process for managing information security
has become a regulatory requirement [1]. Management of
information security strives to ensure that critical assets are
kept free from danger—that those otherwise vulnerable ones
are protected in a sufficient and cost-effective manner [2]. Such
assets (e.g., having fresh and accurate information, effective
business services, well-functioning IT infrastructure, thriving
and motivated employees, adequate trust and goodwill, etc.)
may stretch all across an enterprise and its boundaries. Pro-
tecting assets of an enterprise is a complex task, rich on trade-
offs and pitfalls [3]. Hence, effectively managing information
security requires making informed decisions.

Risk management is seen as a major and critical part of
information security governance, in fact, enterprise governance
as such [3]. Risk assessment, risk management’s analytical
part, is an ultimate tool supporting risk treatment, the executive
part of risk management. The former strives to map the
landscape of assets, threats, vulnerabilities and risks, while the
latter strives to make informed decisions on controlling these
landscapes (e.g., by applying countermeasures like installing
firewalls, hardening existing systems, adopting new operational
procedures, relocating exposed assets to a safer environment,
insuring against incidents, etc.). Today, dozens of methods
tailored specifically for assessing and managing information
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security risk exist (see [4], [5], also table I). Most of the
methods prescribe a similar process that leads to establishing
a scope of the assessment, collecting information, producing
intermediary information, and finally quantifying and sorting
items such as assets, vulnerabilities, threats and risks, accord-
ing to a set of parameters. The methods however differ from
each other in terms of the target community, details of the
analytic process, as well as the information they prescribe
or suggest to gather as input. Following a systems theoretic
perspective [6], a method can produce accurate results if (a) it
is used in appropriate context (e.g, it is well-suited for the type
of enterprise given); (b) the process is valid and reliable (i.e.,
the usage and the “internals” of a method); and (c) inputs to the
process are valid and sufficient (i.e., the information that the
assessment process takes in). Much as for the analytic process,
it is assumable that the spectrum and quality of the input
information has a non-negligible impact on the accuracy of
the assessment outcome. It also impacts the cost of performing
such a risk assessment, as some information may be cheaper
to collect (e.g., list of customers), while other may be more
costly (e.g., maps of all network cables in an organization).
Luckily, the need to gather such information might be reduced
through having information security risk management reuse
the information gathered within other parts of IT governance.
Enterprise architecture [7] attempts to document the essentials
of IT and business environments, enable their analysis, and so
aid various governance processes. Alignment between methods
for information security risk assessment and frameworks for
enterprise architecture, might therefore improve the efficiency
of information security risk management, and hence IT gov-
ernance.

Motivated by diffuse suggestions of input information by
the different risk assessment methods, this study attempts to
describe and compare the methods on what input information
they suggest users to collect. Additionally, motivated by the
questionable extent of compatibility of the terms describing
the methods’ input information with the terms describing
enterprise architecture, the study attempts to evaluate the ease
of matching the former to the latter. The study presents a
review of twelve well-established risk assessment methods,
addressing the primary research question: What information
do information security risk assessment methods suggest users
to collect? The question is answered using the concepts and
structure of ArchiMate [7], [8], a widely adopted general-
purpose enterprise architecture modeling language. In addition,
the study poses a secondary research question: To what extent
can ArchiMate aid information security risk assessments? The



question is answered in terms of the ease of mapping the
suggested input information to the concepts of ArchiMate.

The article unfolds as follows. First, related work is pre-
sented, followed by a method of the study and conceptual
framework. Subsequently, results are presented, followed by
analysis and a discussion.

II. RELATED WORK

Existing methods for information security risk assessment
differ in features, as well as they are established and tested
to different extent. Although multiple studies comparing such
methods in different terms such as the analytical process were
found, none of the studies comprehensively compare such
methods in terms of input suggestions (e.g., their richness,
completeness or balance with regards to a predefined structure
such as the enterprise architecture language ArchiMate can
provide).

Shamala et al. [9] studied six methods (CRAMM, CORAS,
OCTAVE, ISRAM, Risk Analysis based on Business Model,
and NIST SP 800-30) and compared them on a number of
features. Besides a general category of information related
to operational/business function, whether the methods use
information about critical assets, and seven different categories
of assets (data, software, information, physical, personnel,
hardware and facility assets), the study did not compare the
methods on what input information they suggest users to
collect. ENISA [10] provides a benchmark of four methods
(IT-Grundschutz, NIST SP 800-30, Dutch A&K Analysis
and the to-date withdrawn ISO/IEC 17799:2005), namely of
their processes, inputs and outputs. The benchmark, however,
provides a list of input items rather than a unified picture
of what type of information the methods suggest as input.
Macedo [5] introduces to risk assessment as such, compares
and further describes a number of methods. Although the
study also describes inputs to the risk assessment process,
it does so briefly and on overall. Syalim et al. [11] studied
four methods (Mehari, Magerit, NIST SP 800-30, and Mi-
crosoft’s Security Management Guide) regarding the analytic
process, recommendation of countermeasures, and documenta-
tion. However, the comparison focuses on the flow the analytic
process, and omits input information. Fenz & Ekelhart [12]
study suitability of methods for verification, validation and
evaluation of different phases of five risk assessment methods
(CRAMM, NIST SP 800-30, OCTAVE, EBIOS and ISO/IEC
27005). A somewhat similar study, Giannopoulos et al. [13],
describes a set of methods for risk assessment for critical
infrastructure, however, with regards to security in general,
not specifically information security. The thesis of Johansson
[14] discusses methods for prioritizing data collection during
security assessments, based on the content of established stan-
dards for information security. However, it does not give any
rich description of how the prioritization is done in established
security risk assessment methods. There is more work that
presents methods and frameworks for assessing information
security risk, which is rooted in the ideas presented in es-
tablished frameworks, and describes information to collect.
For instance, Cyber Security Modeling Language (CySeMoL)
[15] used literature and domain experts to identify concepts of
relevance for cyber security assessments. However, CySeMoL
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Figure 1. Stages of the study method

is a solution for vulnerability assessment, not a solution for
comprehensive risk assessment.

On the integration between information security risk as-
sessment and enterprise architecture modeling, Grandry et
al. [16] suggested a scheme for conceptual mapping of a
set of terms used in information security risk management
to ArchiMate. Szwed & Skrzynski [17] used ArchiMate in
context of information security risk assessment, although rather
indirectly, only to capture the added value tree of assets in an
IT architecture.

III. METHOD

The study proceeded in six stages as outlined in Fig. 1
and detailed below. During the study, no special equipment
was used besides common office applications and the R
programming environment for statistics and plotting.

First, a broad set of methods was identified using existing
reviews of risk assessment methods (e.g. [4], [5]), online
search engines (e.g., Google), and online library services,
aiming to identify existing methods applicable to information
security risk assessment. Keywords included terms such as
“risk assessment”, “risk analysis”, “method” and “information
security”. A total of seventy-six candidate publications were
found. However, only a subset rendered as actual for the study,
as discussed below.

Second, the broad set of identified methods was reduced
according to the following set of criteria. For a method to
be selected, it had to be available free of charge (unlike
e.g. CRAMM [18], also in [5]), applicable to information
security and assessment of information systems (unlike e.g.
COUNTERACT [19]), and the method documentation had to
be available in a language, which at least two among the
authors could reliably and efficiently understand, i.e., English,
Swedish or Norwegian language (unlike e.g. EBIOS [20]).
An initial selection yielded a list of twenty-four methods.
Subsequently, each selected method had to contain a method
or process description, and suggest input information. Further-
more, the methods had to be in use. This selection criterion
was adopted to exclude methods that have been proposed but



Table I. RISK ASSESSMENT METHODS INCLUDED IN THE STUDY

Life-

Short name Full name Pages cyele Ref.

Grundschutz BSI-Standard 100-3 Risk analysis 23 P E [23]
based on IT-Grundschutz

TRA-1 Harmonized Threat and Risk As- 290 P E [24]
sessment Methodology

TRITF The Risk IT Framework 107 P E [25]

CORAS CORAS 456 P E [26]

ISO/IEC 27005  ISO/IEC 27005 Information tech- 76 P E [27]
nology — Security techniques —

Information security risk manage-
ment

MEHARI Methode Harmonisée d’ Analyse de 46 E [28]
Risque

TSRMG The Security Risk Management 129 P E [29]
Guide

MAGERIT Methodology for Information Sys- 267 P E [30]
tems Risk Analysis and Manage-
ment

OCTAVE The Operationally Critical Threat, 1113 E [31]
Asset, and Vulnerability Evaluation

MG-3 A Guide to Risk Assessment and 73 P E [32]
Safeguard Selection for Informa-
tion Technology Systems

NIST RMF NIST Risk Management Frame- 1142 P E [33]
work

HMG IA HMG IA Standard No. 1 Technical 114 PE [34]

Risk Assessment
Note: In the column life-cycle (of a system), P stands for planned, E for existing.

likely not used, and which might thus lack the refinement
accomplished through revisions based on experience on the use
of a method. In practice, this selection criterion was considered
to be fulfilled by methods provided by agencies (e.g., NIST)
or standardization bodies (e.g., ISO), or methods being often
referred to by academic citations, hits by Google Scholar, and
hits by general Google search. An example method that did not
fulfill those requirements was The Open Group’s FAIR (Factor
Analysis of Risk) [21], [22]. After the selection stage, twelve
methods remained for inclusion in the study. The methods are
listed in table I.

Third, data was extracted from each selected method, ac-
cording to two template documents prepared previously within
the study. The first template covered broad information about
a method such as publisher, number of pages, target audience
and scope, threat information used, data collection process,
notations and definitions of basic risk terms, and scales used
for assessment parameters. Most importantly in terms of the
research question, the first template contained a list of input
information used by a method. The second template served
for mapping types of input information to concepts defined
and used by the ArchiMate modeling language version 2.0 [8].
The process of data extraction was developed by four reviewers
and externally reviewed by a person with research experience
in the field of information security. Each field of the template
was named and commented in text (e.g., suggested sources
of information commented by “If the document suggests that
certain sources of information should be used (e.g., the IT
department), list them here”). Before the extraction procedure
started, a dry run was carried out on two methods, to make
sure that all reviewers interpreted the fields in the same way.
Subsequently, the researchers skimmed through the method
documents to identify and agree upon parts of them described
inputs used in the risk assessment process. Finally, within the
data extraction process, each method document was processed
independently by two different researchers, to reduce the
amount of bias introduced by human processing of the method

descriptions, interpreting and mapping terms.

Fourth, input information suggested by the methods were
mapped to the concepts defined by ArchiMate. For each
method, the mapping was carried out independently by the
same two researchers who previously extracted data from the
method document. The process of mapping, however, was
perceived as methodically difficult, since both the terms used
by the methods to describe input information are merely men-
tioned and often not thoroughly described and/or exemplified
(e.g. business assets or information system configuration), and
the concepts used by ArchiMate, although defined, still broad
or even vague to some extent (e.g., business object, see table
V). Also, certain terms used by the methods would map to
nearly all of the concepts defined by ArchiMate (e.g. assets),
while some other would map to none (e.g., furniture or power
supplies). Hence, the alignment between the terms of the
methods and those of ArchiMate is not perfect. The researchers
attempted to address the challenges as follows. In case of such
difficult-to-map or overly general terms (e.g., asset or system),
a note was taken and in most cases no mapping was made. In
case a term from a method would map to multiple ArchiMate
concepts, a multiple such mapping was made. In case of a
security-specific term (e.g., documentation of controls), a note
was taken that the mapping does not preserve security-related
information. In case a security-specific term was additionally
found difficult to map (e.g., software vulnerability), the term
was not mapped. In case a term was interpreted as vague
(e.g., external system assumptions), a qualified guess of what is
intended was made, given the context. The mentioned example
is considered in light of the statements “Assumptions made
about the external systems will affect the context for analyzing
potential threat scenarios involving system assets coming from
the interface. The assumptions will include any rules associated
with connecting to the external system. For example, an
external system might be assumed to be a controlled system
where the likelihood of threat agents accessing the analyzed
system from the external system is very low. However, the
connection can only be made if the system being analyzed
places several constraints on the connection.” [32] (p. 14).
Hence, the term was mapped to ArchiMate’s constraint (cf.
table V). Additionally, since human interpretation of broad
terms tends to be subjective and uncertain, each mapping was
marked with an indicator of confidence (low, medium or high).

Fifth, the data extracted by each researcher from the
selected methods were merged into a single extraction tem-
plate per method. Also, the mapping of input information to
ArchiMate terms was merged into a single spreadsheet for
each of the selected methods. If a mismatch existed between
the reviewers’ mappings, or if both reviewers assigned a low
confidence score (one or two), the concept and the mapping
was additionally discussed between the two reviewers to ensure
consistency and higher accuracy of the mapping. In attempt to
measure the consistency of individual mappings and hence the
amount of bias introduced by human processing, interpretation
and synthesis, six indicators were defined and used for each
merging of two individual mappings related to the same
method. The indicators are summarized in table II.

Sixth, the data was analyzed, interpreted and drawn con-
clusions from.



Table II.

Identifier

Criterion

INDICATORS OF MAPPING CONSISTENCY

I-1 If one reviewer indicated that an item was overly broad (i.e., would
map to many ArchiMate concepts, e.g., five and more); the other
reviewer also did so for the item.

12 If one reviewer indicated that an item was overly broad; the other
reviewer indicated no mapping or at most low mapping confidence
for the item.

I3 Both reviewers have indicated high mapping confidence for an item.

I-4 If one reviewer indicated high mapping confidence for an item, the
other reviewer has also mapped the item.

I-5 If both reviewers mapped an item differently, one of them has indicated
at most low confidence.

I-6 If one reviewer indicated high mapping confidence for an item, the

other mapped the item to a concept in the same slot of ArchiMate.

Table V.

Concept

ARCHIMATE VERSION 2.0, CONCEPTS WITH DEFINITIONS

Definition

Table III.

Passive structur

CONCEPTS OF ARCHIMATE CORE

e Behavior

Active structure

Business object Business process/ Business actor
2 Representation function/ Business role
£ 8 | Meaning interaction Business collaboration
3= Value Business event Business interface
A Product Business service Location
Contract

Data object

App.
layer

Application function/
interaction
Application service

App. component
Application collaboration
Appplication interface

Artifact Infrastructure function Node
o Infrastructure service Device
Zz § Network
£ 8 Communication path
- Infrastructure interface
System software
Table IV. CONCEPTS OF ARCHIMATE EXTENSIONS

Implementation &

Motivation extension _ Migration extension

Stakeholder Work package
Driver Deliverable
Assessment Plateau

Goal Gap
Requirement

Constraint

Principle

IV. CONCEPTUAL FRAMEWORK (ARCHIMATE)

To comprehensibly compare the methods’ sets of suggested
input information, they need to be measured on a unified
metric. For this purpose, the study used the structure defined by
ArchiMate [8] to measure and compare the methods. Although
ArchiMate is not primarily designed with a security mindset,
the reason for the choice is ArchiMate’s high popularity and
spread, its closeness to and compatibility with TOGAF [35],
[36], a popular enterprise architecture framework [37], as well
as its rich tool support (e.g., Archi, Sparx Enterprise Architect,
BiZZdesign Architect). Hence, it can be assumed that large
portions of the most essential information about enterprises
and their IT architectures, which can aid risk assessments, are
available through ArchiMate models.

The core of ArchiMate defines three layers (business, appli-
cation and infrastructure layer) and per each layer three groups
of concepts (passive structure, behavior and active structure),
grouped by the concepts’ essence. The core layers and groups
together form nine slots, each including a set of concepts. The
division of ArchiMate core concepts to the nine slots is shown
in table III. ArchiMate additionally defines two extensions, the
concepts of which are separate from the core—the motivation
extension and the implementation & migration extension. The
extensions define additional concepts, shown in table IV, which
form two additional slots. Hence, there are eleven slots of

Business actor
Business role
Business collab.
Business interface

Location
Business process

Business function

Business interact.
Business event
Business service
Business object
Representation
Meaning

Value

Product

Contract

An organizational entity that is capable of performing behav-
ior.

The responsibility for performing specific behavior, to which
an actor can be assigned.

An aggregate of two or more business roles that work together
to perform collective behavior.

A point of access where a business service is made available
to the environment.

A conceptual point or extent in space.

A behavior element that has relevance from a business per-
spective.

A behavior element that groups behavior based on a chosen
set of criteria (typically required business resources and/or
competences).

A behavior element that describes the behavior of a business
collaboration.

Something that happens (internally or externally) and influ-
ences behavior (business process, business function, business
interaction).

A service that fulfills a business need for a customer.

A passive element that has relevance from a business perspec-
tive.

A perceptible form of the information carried by a business
object.

The knowledge or expertise present in a business object or its
representation, given a particular context.

The relative worth, utility, or importance of a business service
or product.

A coherent collection of services, accompanied by a con-
tact/set of agreements, which is offered as a whole to (internal
or external) customers.

A formal or informal specification of agreement that specifies
the rights and obligations associated with a product.

App. component

App. collab.
App. interface

Data object
App. function

App. interaction

App. service

A modular, deployable, and replaceable part of a software
system that encapsulates its behavior and data and exposes
these through a set of interfaces.

An aggregate of two or more application components that work
together to perform collective behavior.

A point of access where an application service is made
available to a user or another application component.

A passive element suitable for automated processing.

A behavior element that groups automated behavior that can
be performed by an application component.

A behavior element that describes the behavior of an applica-
tion collaboration.

A service that exposes automated behavior.

Node
Device

Network
Comm. path

Infrast. interface

System software
Infrastr. function

Infrastr. service

A computational resource upon which artifacts may be stored
or deployed for execution.

A hardware resource upon which artifacts may be stored or
deployed for execution.

A communication medium between two or more devices.

A link between two or more nodes, through which these nodes
can exchange data.

A point of access where infrastructure services offered by
a node can be accessed by other nodes and application
components.

A software environment for specific types of components and
objects that are deployed on it in the form of artifacts.

A behavior element that groups infrastructural behavior that
can be performed by a node.

An externally visible unit of functionality, provided by one
or more nodes, exposed through well-defined interfaces, and
meaningful to the environment.

Artifact A physical piece of data that is used or produced in a software
development process, or by deployment and operation of a
system.

Stakeholder The role of an individual, team or organization (or classes
thereof) that represents their interests in, or concerns relative
to, the outcome of the architecture.

Driver Something that creates, motivates, and fuels the change in an
organization.

Assessment The outcome of some analysis of some driver.

Goal An end state that a stakeholder intends to achieve.

Requirement A statement of need that must be realized by a system.

Constraint A restriction on the way in which a system is realized.

Principle A normative property of all systems in a given context, or the

way in which they are realized.

Work package

Deliverable
Plateau

Gap

A series of actions designed to accomplish a unique goal
within a specified time.

A precisely-defined outcome of a work package.

A relatively stable state of the architecture that exists during
a limited period of time.

An outcome of a gap analysis between two plateaus.




Table VI. MAPPING OF EACH METHOD’S INPUT INFORMATION TO THE CONCEPTS OF ARCHIMATE

ArchiMate Method
concept 8
S = R
E o g wm s < 3
é D o) 2 E 'E % H <>E o & o g
s s E £ § 2 ¥ % E & % g9 Z
= & [ Qo ) 17} 19} 2 3 =
S E & O & = & = O© = =z =T I
Product 1 2 3
Value 3 6 1 3 1 11 1 27
Representation 1 1 3 8 14
Contract 2 4 2 1 11
Business service 2 2 1 7
2 Business interface 1 1 1 3
'g i Business collaboration 2 1 1 4
3= Business object 13 13 2 3 13 4 9 1 1 59
M Business meaning 3 2 3 2 1 4 3 4 33
Business event 7 2 1 8 1 19
Business function/process 8 5 6 3 4 2 2 32
Business role 10 1 3 7 12 9 2 2 46
Business actor 10 2 3 6 10 16 2 6 55
Location 2 3 1 6 2 1 1 1 19
Application service 1 2 1 3 3 1 11
8 Application interface 1 3 1 4 5 14
s § Application collaboration 2 3 1 2 5 13
== Data object 13 1 1 11 1 2 5 34
2‘ App. interaction/function 2 1 5 8 16
Application component 5 2 3 1 10 2 5 28
Infrastructure service 2 1 10 1 3 2 19
Infrastructure interface 1 2 2 4 9
£ Infrastructure function 2 3 4 9
‘c":) 5 Artifact 12 1 2 15
s 2 Node 1 2 3 1 1 5 1 4 18
£ Communication path 1 2 1 2 2 1 4 13
S System software 6 2 3 3 3 2 5 24
Device 10 1 3 18 3 1 5 41
Network 1 2 3 1 12 5 1 3 28
Stakeholder 1 1 1 3 6
= o Driver 2 8 7 1 18
2.8 Assessment 19 3 10 11 35
2z 8 Goal 1 1 2
§ % Princ?ple 3 2 1 6
Requirement 3 6 1 6 2 3 1 24
Constraint 1 1 11 12 6 2 2 35
= — o | Plateau
2 £ | Gap 2 2 1 5
E‘)'; é Deliverable 1 1
S § & | Work package 1 1 1 3
Note: An empty cell denotes zero (0), i.e., that no mapping has been
done to the particular concept from the particular method.
Table VII. STATISTICS OF ARCHIMATE COVERAGE, FIRST PART: BY SLOTS
Method Business layer Application layer Infrastructure layer Extensions
g ) 1 ) = ) =
s 2l L 2l & L B i
e £ {2 2 |z £ J|F £5
2 2 > -2 = > = 3 > 2 L=
2 5 3 2 5 3 Z 5 3 g =E
& ) < & M < & -2 < = E
Grundschutz 333 222 444
TRA-1 .196 .031 227 134 .052 124 175 .062
TRITF 302 198 035 .012 430 .023
CORAS 1
ISO/IEC 27005 091 106 152 | .015 .061 076 | 015 061 .152 | 227 .045
Mehari 219 083 167 .01 .094 .01 156 25 .01
TSRMG .161 258 032 | .032 .032 .065 419
MAGERIT 086  .043 25 .095  .026  .095 .086 31 .009
OCTAVE 264 044 319 | 011 011 011 198 | 132 011
MG-3 047 047 .14 .047 116 .186 093 186 | .l16 .023
NIST RMF JA37 0 .039  .098 | .049 108  .147 .02 069 245 .088
HMG IA 2 2 4 2
(all together) 182 .078 17 .045 036 .074 .02 037 178 | .168 .012

ArchiMate concepts. All of the ArchiMate concepts and their
respective definitions [8] used in the process of mapping are
shown in table V. Relations between the concepts and further
details defined by the ArchiMate modeling language (e.g.,
viewpoints) are not taken into account by the study.

The input items suggested by the risk assessment methods
mapped to all the concepts of ArchiMate besides plateau, as
shown in table VI. Coverage of the slots, layers and groups of

Note: An empty cell

enotes zero (0).

V. RESULTS




Table VIII. STATISTICS OF ARCHIMATE COVERAGE, SECOND PART. (A) COVERAGE BY LAYERS AND BY GROUPS OF CONCEPTS; (B) COUNTS OF
MAPPING ITEMS, RATES OF SUCCESS AND DISPERSION IN MAPPING.

Note: In (A), the sum of coverage of groups including extensions equals to the sum of coverage of layers including extensions, which equals to 1.

[ =
1 2 @ 2 2
: S ¢ ¢ oz oz A TR
- 2 5 2 & P g p 3 w L5 & 232 2%
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Grundschutz 333 222 444 333 222 Grundschutz ] 9 3 1 1 875 125
TRA-1 454 031 454 .062 454 186 299 TRA-1 53 97 1 1 1 981 830
TRITF 302 209 .035 | 453 | 535 012 TRITF 74 86 2 2 973 162
CORAS 1 1 CORAS 8 6 303 625 -0.25
ISO/IEC 27005 121 227 379 273 348 152 227 ISO/IEC 27005 32 66 20 3 1 969 1.063
Mehari 219 104 417 .260 469 104 167 Mehari 67 96 4 4 940 438
TSRMG 194 258 129 | 419 452 065  .065 TSRMG 19 31 1 2 895 632
MAGERIT 181 155 .655 .009 379 216 397 MAGERIT 149 116 9 15 899 779
OCTAVE 275 .055 527 143 626 .033 198 OCTAVE 57 91 12 6 10 825 596
MG-3 .093 256 512 .14 233 349 279 MG-3 19 43 1 1.263
NIST RMF 206 216 49 .088 275 304 333 NIST RMF 29 102 10 6 1 2517
HMG IA .6 2 2 2 2 4 HMG IA 5 5 1 1 8
(all together) 43 155 235 | 8 | 247 151 422 (all together) 520 748 57 28 40 | 923 438
Note: An empty cell denotes zero (0). Note: An empty cell denotes zero (0).
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Figure 2. Relative coverage of ArchiMate slots. The names of the axes in each plot correspond to the slots of ArchiMate as in table VII, ordered counterclockwise
(e.g., B:B stands for business layer and behavior, A:PS stands for application layer and passive structure, M stands for motivation extension and IM stands for
implementation & migration extension). Each plot shows values from zero (the innermost level) to the maximum of values on any axis.

concepts defined by ArchiMate are shown in tables VII and  each method’s relative coverage of the slots. Table VIIIa shows
VIII. Table VII shows each method’s coverage of the eleven each method’s coverage of the layers and groups of concepts
slots of ArchiMate (cf. section IV). Similarly, Fig. 2 visualizes as such, including the two extensions combined. Table VIIIb
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Figure 3. Balance of methods’ coverage of ArchiMate slots (by suggestions

of input information)

shows absolute counts of items, as well as the rates of success
and dispersion in mapping.

The rate of success shows how large part of the set of
the method’s input terms was mapped. It is calculated as one
minus the ratio of the count of unmapped items to the count
of suggested items. Similarly, the rate of dispersion indicates
how straight-forward the mapping was. For instance, a term
mapped to multiple ArchiMate concepts increases dispersion,
an unmapped term decreases dispersion, and a term mapped
to precisely one ArchiMate concept influences the dispersion
toward the value of 0. The rate of dispersion is calculated as
the ratio of the count of mapping hits to the count of suggested
items, minus one.

VI. ANALYSIS

The input suggestions of seven out of twelve methods
map to almost all slots of ArchiMate. CORAS, Grundschutz
and HMG IA map to fewer (from one to four only). The
results show several patterns. Majority of the methods can be
rendered as centered on active structure slightly more than
behavior and passive structure (i.e., data and information).
Notable exceptions are CORAS, TRITF, Grundschutz and
TSRMG. Motivational concepts are well covered, too, except
in CORAS and MAGERIT. Among the layers of ArchiMate,
business layer dominated mostly, with slight exceptions of
HMG IA, NIST RMF, MAGERIT, MG-3 and MAGERIT.
Implementation & migration extension as well as passive
structure in the infrastructure layer (i.e., terms like signals and
physical instances of data, cf. table V), received less coverage
than other slots of ArchiMate.

The results show notable differences between the methods’
suggestions of input information. While some methods tend
to provide general suggestions (e.g., Grundschutz, CORAS,
HMG IA) some others provide notably more detailed ones
(e.g., MAGERIT, OCTAVE, TRA-1, MEHARI, TRITF), which
also reflects on the count of different items suggested (cf. table
VIIIb).

A measure of balance of each method’s coverage of the
eleven ArchiMate slots (data in table VII) is shown in Fig. 3.
Per each method, the coverage balance is calculated based on
the sum of squared errors from the theoretically most balanced
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Figure 4. Scatter plot of coverage of business layer versus that of passive

structure (data in table VIIIa)

Table IX. CORRELATIONS BETWEEN THE MEASURES OF RELATIVE
COVERAGE OF LAYERS, GROUPS, AND THE TWO EXTENSIONS
(CALCULATED USING PEARSON’S R)

Measures Pearson’s r p-value
Business layer vs. passive structure .89 .0001
In passive structure: infrastructure vs. application layer 75 .005
Infrastructure layer vs. application layer 74 .006
Infrastructure layer vs. active structure 72 .008
Infrastructure layer vs. business layer -0.72 .008
Business layer vs. application layer -0.66 018
Behavior vs. passive structure -0.66 .02
Application layer vs. active structure .64 025
Behavior in business layer vs. motivation .6 .037

Note: Remaining measures are not listed due to
low significance (p-value greater than .04).

coverage (i.e., all slots covered by the same amount of relative
coverage), using formula 1. In the formula, S denotes the set of
all slots of ArchiMate (cf. section IV), SC denotes a method’s
relative mapping coverage of a single slot (the values shown
in table VII per each method), and SC' denotes the mean of
SC across S per method, which in our case always equals to
ﬁ = 0.09 (100% divided by the count of all slots).

ey

Balance = 1 —

Across all of the studied methods, a rather unexpected
pattern shows: The more dominant the focus on business layer,
the more prevalent the coverage of passive structure (data
and information). The correlation is visible in Fig. 4, and
quantified in table IX. Eigth other correlations show (cf. table
IX), although less significant.

Finally, as table VIIIb shows, the total rate of success of
.923 indicates that ArchiMate is capable of describing much
of the input information suggested by the methods.

VII. DISCUSSION
A. General conclusions and reflection

Our results show that among the studied methods, the
sets of suggestions of input information, viewed in terms of



ArchiMate, differ to a notable extent. At the same time, most
of the methods seem to strive for a broad input coverage
of matters relevant to information security risk assessment,
in their suggestions of input information. Furthermore, there
are large differences between the quantity and detail of such
suggestions. Some methods provide their users notably more
concrete guidance on collecting information than others.

In a reflection, a number of factors might account for
the differences in input suggestions among the methods. On
the one hand, providing detailed suggestions can benefit the
analysts, since identifying information that are truly relevant
to a risk assessment is a difficult task deserving both con-
siderable insight and broad thinking [1]. On the other hand,
however, greatly detailed suggestions might cognitively bias
the analysts toward following an established scheme that is
not necessarily complete or balanced, which might lead to
overlooking elements of relevance that would otherwise likely
be identified. The latter might especially weigh in light of the
constantly changing landscapes of technologies and threats.
An alternative to choosing great detail in suggestions is to
invite the analysts to themselves identify what is of most
relevance for the specific target of evaluation at the day of
performing the assessment (e.g., using a blank slate, top-
down approach). The answer to what optimally aids achieving
accurate assessment results might, however, depend on a range
of attributes such as scope, detail and rigor of the assessment,
disposition of the assessment process, as well as the users of
the assessment method. Another candidate explanation for the
choice of providing little and highly abstract suggestions might
be a lack of perceived importance of suggesting in detail, e.g.
based on the belief that users of the methods generally possess
a comprehensive such overview. In some cases, the differences
are likely influenced by different scoping of the methods. For
instance, TRITF [25] sees IT risk as “business risk related
to the use of IT” (p. 8), and also scores dominantly on
the coverage of motivational, behavioral and passive-structural
aspects of the business layer. In contrast, MG-3 [32] is intended
for assessing information technology systems, compared to
whole IT environments of enterprises. The scoping also reflects
on the dominant coverage of application and infrastructure
layers, as well as active structure across all three layers. At
last, the differences between similarly scoped methods might
also be explained by a lack of unification regarding what
spectrum of inputs proves relevant to consider when assessing
information security risk in enterprises.

Taken from a different angle, this study tested ArchiMate
in terms of its semantic interoperability with the input sugges-
tions of methods for risk assessment in information security.
The study shows that although ArchiMate version 2.0 is not
capable of directly describing matters that explicitly relate
to information security (e.g., vulnerabilities, threat profiles,
safeguards), it can accommodate much of the information
suggested by the methods (cf. table VIIIb), i.e., information
that at least indirectly relate to information security risk. While
the consequence of the former might be the need to collect the
explicitly security-related information using alternative means,
the implication of the latter might be no less than increased
ease and cost-efficiency of performing risk assessments in
enterprises.

Table X. INDICATORS OF MAPPING CONSISTENCY BETWEEN

REVIEWERS.
Method Indicators (cf. table II)
I-1 1-2 1-3 I-4 1-5 1-6

Grundschutz 50% 50% 100% 50% 100%
TRA-1 2% 55% 8% 73%
TRITF 50%  50% 5% 56% 2% 59%
CORAS 67% 40% 67% 80%
ISO/IEC 27005 13% 22% 84% 80% 100%
Mehari 80% 12% 54% 90% 100%
TSRMG 67% 60% 83%
MAGERIT 20%  38% 75% 80% 79%
OCTAVE 5% 9% 30% 72% 42%
MG-3 26% 39% 72%
NIST RMF 8% 38% 50% 67% 58%
HMG TA 50% 50% 100% 50%

Note: An empty cell denotes zero (0%).

B. Validity

Due to the choice of a non-security-centric conceptual
framework (ArchiMate), as well as the necessity of human
processing of data and interpretation of meaning, several
threats to reliability and validity of the study exist. First, it
can be argued that ArchiMate is not suitable for measuring
and comparing attributes of the sets of input information
suggested by methods for information security risk assessment.
While admitted on the one hand, to the knowledge of the
authors there are no established frameworks that would provide
a more balanced and resoluted structure for comparing the
different enterprise and IT-related terms to date, on the other
hand. Moreover, it is not intended to infer anything about
the methods’ accuracy nor other performance qualities based
on the methods’ input coverage of ArchiMate. The picture
can, however, aid an enterprise in choosing a suitable risk
assessment method with regards to an existing documentation
of enterprise architecture (EA), or vice versa, in tailoring a
suitable approach to documenting EA to provide adequate sup-
port for a given risk assessment method. Second, the process
of selecting methods was to some extent driven by a quali-
tative collective judgment rather than a purely formal model.
The differences between individual inclusion suggestions were
however small and discussions smooth. Third, the process of
data extraction was perceived as a cognitively demanding task,
prone to leaving out desirable data. To lessen the risk, each
method was reviewed and extracted data from independently
by two researchers. Fourth, mapping the input information
items to the concepts of ArchiMate (data synthesis) was the
most challenging part, especially with regards to reliability,
seen as the probability of arriving at the same results through
independently repeated such runs of review and data extraction.
Indicators of mapping consistency between the two reviewers
for each method described below and presented in table X,
reflect a degree of uncertainty of the individual mapping
results. Such inconsistencies in the individual mapping were
however addressed by subsequent group reviews and mapping
corrections, as described in section III.

Table X shows values of the indicators of mapping consis-
tency defined in table II. Higher values mean more consistency
in mapping in the pairs of reviewers. As the values show, the
mapping consistency was less than optimal. On the other hand
however, a lack of consistency in mapping of each item led to
a consensus-based decision between the two reviewers, before
the final mapping was made.



C. Summary and outlook

Despite inherent challenges, the study attempts to provide
an adequate picture of what types of input information do
the different risk assessment methods suggest, and the extent
to which the sets of the suggestions are unified among the
studied methods. Moreover, the results show that although not
entirely, the enterprise architecture modeling language Archi-
Mate is capable of aiding the use of information security risk
assessments through supplying input information suggested by
the risk assessment methods, to a fair extent. Given the wide
use of ArchiMate, EA documentation in its format might be a
promising source of guidance for performing risk assessments,
as well as a way of making the process of information security
risk assessment more efficient.

In the future, both more unification among the individual
risk assessment methods’ suggestions of input information,
and a higher semantic interoperability between them and
EA models such as those based on ArchiMate, could be
beneficial. To the latter end, Grandry et al. [16] proposed a
security risk management extension to ArchiMate. Although
the extension defines a set of concepts commonly used in
information security risk management (e.g., risk, impact, event,
threat, vulnerability, risk treatment, control, etc.), there remains
a potential to further improve mapping between the terms
used by the studied risk assessment methods (cf. table I),
through introducing additional concepts. While the concepts
proposed by [16] enable modeling of the results (output) of a
risk assessment, they do not enable modeling of information
needed or beneficial as input to the risk assessment. Based on
the security-specific input terms encountered in this study, a
few suggestions of the latter kind, together with instance-level
examples, could be: risk factor as an external factor influencing
risk (e.g., unreliable electrical distribution); protection scope
as a delimitation of a control’s protective capability (e.g.,
cryptographic verification of integrity of transferred data within
a single session); performance metric as a means to quantify
security-effectiveness (e.g., comparison of intrusion protection
system logs versus all observed incidents); protection zone
as a physical/geographical or logical zone with a degree of
control over the environment (e.g., premises of a building with
doors and locks); security class signifying a level or set of
security requirements/constraints related to an element or asset
and its usage (e.g., internal/confidential/secret); technological
basis potentially implying a specific set of vulnerabilities (e.g.,
RSA cryptographic algorithm, or wireless networking based
on IEEE 802.11n); external dependency as a dependency on
something, the availability or presence of which is effectively
out of control for an organization (e.g., availability of a
cellular network, or confidentiality of data stored using a
cloud storage operated by a different organization); security
profile as a generic profile describing common or typical
threats/vulnerablities related to a technological basis (e.g.,
vulnerability profile for wireless network communications).
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