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Requirements engineering is a vibrant and broad research area. 

It covers a range of activities with different objectives. By reviewing 

experiments previously included in systematic literature reviews, 

this paper provides an overview of the dependent variables used in 

experimental requirements engineering research. This paper also 

identifies the theoretical motivation for the use of these variables in 

the experiments. The results show that a wide range of different 

variables has been applied in experiments and operationalized 

through both subjective assessments (e.g., subjects’ perceived utility 

of a technique) and objective measurements (e.g., the number of 

defects found in a requirements specification). The theoretical basis 

for these variables and operationalizations are unclear in most 

cases. Directions for theoretical work to identify suitable dependent 

variables are provided.  

Index Terms—Requirements engineering, experiments, 

dependent variables, frameworks, measurement, theory. 

I. INTRODUCTION 

Software requirements engineering (RE) is seen as the 

process of determining the requirements that software systems 

should meet [1]. While variations exist, the process of doing 

requirements engineering (RE) has been more or less agreed 

upon. It starts with elicitation and continues with analysis, 

specification, and validation of requirements. Throughout these 

phases, statements and claims must be transformed to a set of 

quality-assured and well-formulated requirements [2]. Similar 

descriptions can be found throughout the literature [3]–[5], 

suggesting that RE is well-defined on a conceptual level. 

However, there is no widely agreed standard for how to 

measure the success of individual RE activities or RE as a 

whole. In the remainder of the paper, success refers to the 

ability of a RE activity to achieve its stated purpose.  

Wieringa and Heerkens [6] found that RE research papers 

rarely validate proposed solutions or consider alternatives, 

which might be explained by the lack of standards for 

measuring success. Still, there is a need for an agreement 

within the RE community concerning measures of success to 

allow RE research to produce results that can be compared and 

evaluated effectively [7]. Similarly, a recent systematic 

literature review by Bano et al. [8] found that the practical 

effectiveness of RE research has not yet been properly 

addressed by software literature reviews. 

The objective of this paper is to provide an overview of 

how successful RE is conceptualized and operationalized in 

existing research and to suggest directions for future research. 

By reviewing experimental RE research previously included in 

systematic reviews, this paper answers the following research 

question for each of the elicitation, analysis, specification, and 

validation phases:  

 

RQ1: How are requirements engineering activities measured? 

 

As a second objective, this study attempts to identify the 

theoretical and practical rationale behind the choices of 

dependent variables of different studies. In other words: 

 

RQ2: Why are these measurements used? 

 

The outline for the paper is as follows. Section II presents 

work related to the objectives of our study. Section III 

describes the review protocol. Section IV presents our results. 

Section V discusses the results and their limitations. Finally, 

Section VI concludes the paper and suggests future work. 

II. AN OVERVIEW OF DEPENDENT VARIABLES IN 

REQUIREMENTS ENGINEERING  

As will be further described in section III.A, a systematic 

review was carried out to answer the two research questions. 

This review explicitly searched for previous literature reviews 

in RE and ought to have identified all existing overviews of 

measurement procedures used for RE activities.  

Only one overview that identified dependent variables used 

in scholarly RE research was found – the review of techniques 

for the elicitation phase described in [9]. In this review, 50 

different dependent variables were found and classified into 

seven classes such as quantity (20 variables) and time (six 

variables). In addition to [9], a number of other reviews touch 

upon the research questions discussed in this paper, and a few 

conceptual papers discuss similar questions. These are 

presented below.  

A formative study of measurement of the quality of RE 

(mainly the requirements specification, RS) was presented in 

[10] and [11]. Thirty-four measures for RE success were 

identified based on a review of literature published at the time 

(almost 20 years ago) and interviews with experts. These 34 

measures were clustered into three dimensions for RE success: 

(1) cost effectiveness of RE processes, (2) quality of RE 

products, and (3) quality of RE services. After further 

refinement, using a factor analysis of survey data from an 
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organization, 16 criteria were identified (of which none 

concerned the cost effectiveness of RE processes).  

Another frame of reference for evaluation of research 

questions related to requirement specifications is provided in 

[12], which lists four qualities to assess: (1) quality of the 

requirements specification (e.g., understandability), (2) 

effectiveness/efficiency of specification activities (e.g., 

verification), (3) effort in subsequent processes (e.g., writing 

code), and (4) effectiveness/efficiency in software testing (e.g., 

acceptance tests). 

[13] employed a process perspective and used an expert 

panel to validate a maturity model for RE. However, only 29 

percent of the panel members considered the suggested RE 

capability maturity model complete. A process perspective was 

also used by Beecham et al. [14], who presented a framework 

for improving RE process management.  

If the quest for dependent variables is broadened to 

information systems success in general, the consequence of RE 

success, the literature survey presented in [15] is often cited. It 

uses the categories of system quality, information quality, use, 

user satisfaction, individual impact, and organizational impact 

to classify works involving information systems success.  

Finally, [16] provide a systematic literature review of how 

RE experiments employ effect sizes when presenting their 

results. The authors found that 29% of the studied experiments 

provide effect sizes. They do however not examine what 

dependent variables that are used by RE experiments. 

In summary, while a number of ideas have been presented 

on how RE activities should be evaluated and assessed, there is 

only one overview of how evaluative research actually 

evaluates alternatives (i.e., [9], on requirements elicitation). 

The review conducted in the present study aims at providing 

such an overview by describing dependent variables used in 

experimental RE research and relating them to existing 

classification schemes. This also facilitates comparisons of the 

dependent variables involving different RE activities.  

III. REVIEW PROTOCOL 

The review method used in this study is described in 

sections III.A to III.E. These sections correspond to the steps of 

a systematic review listed in [17]. 

A. Identification of Research 

RE is a broad concept related to many aspects of system 

science and software engineering research. Numerous papers 

concerning RE have been produced. As of August 5th 2014, the 

Scopus database held over ten thousand records containing 

“requirements engineering” in titles, keywords or abstracts. 

And these do not cover all records of relevance – for example, 

another 547 records were found that contain only 

“requirements elicitation”. Thus, because of the sheer number 

of RE papers produced, simply searching scholarly databases 

for records that match certain keywords is not a viable option 

for a broad review such as this. 

Instead of searching databases directly, this review includes 

records from previously performed systematic reviews. A 

systematic review is a structured approach for examining an 

existing body of literature to answer well-defined research 

questions; it is presumed to have clear criteria for including 

research and typically includes studies of a particular 

phenomenon [17]. Furthermore, systematic reviews are 

performed when a sizeable number of contributions related to a 

scientific issue have been made (i.e., when a synthesis is 

warranted). Thus, it can be expected that sub-domains 

addressed in systematic reviews are relatively mature and that 

papers included in systematic reviews are of relatively good 

quality. Therefore, previously published systematic reviews 

related to RE can be used to identify empirical studies that 

focus on relatively mature sub-domains of RE. This is the 

search method used in the present review. Some issues 

associated with this (unconventional) search method are 

discussed in Section VI.C. 

To find suitable systematic reviews a search was made 

during April 2014 in Scopus and Emerald using the keywords 

“systematic review” and “requirements engineering”. This 

search yielded 49 records describing systematic reviews. 

Another 16 records were found via the reference lists of these 

works and through less-structured searches using Google 

Scholar. These 65 records were reviewed by two reviewers to 

assess if they (1) reviewed RE research and (2) included 

empirical studies that measure RE success. The reviewers 

disagreed regarding 16 cases. Discussions between the 

reviewers were used to reach consensus for these cases. An 

example is [18], which address the RE activity of user 

involvement. There was disagreement regarding the inclusion 

of [18] since it focuses on identifying the users of medical 

devices and methods for collecting their feedback rather than 

RE success. [18] was removed after discussion. In total, 28 

systematic reviews were found suitable to use as the basis for 

this review. These systematic reviews included a total of 915 

papers, of which 893 were possible for us to retrieve.  

B. Study Selection 

To select papers suitable for inclusion in this review, the 

893 papers were studied to identify experimental studies 

directly related to RE. The limitation to include only 

experimental studies was motivated by the natural role of 

dependent variables in them (e.g., as opposed to more 

qualitative case studies). The definition of experiment given by 

[19] was used. This definition states that an experiment is “a 

study in which an intervention is deliberately introduced to 

observe its effects”.  

After testing the agreement between reviewers’ 

classifications and receiving a modest score (a Cohen’s Kappa 

of 0.41), an inclusive strategy was used. If a reviewer was 

uncertain if the paper met the criteria, it was included for 

further analysis during the data-extraction phase. This inclusive 

strategy resulted in 93 papers. During the data extraction, 

where information required by the analysis (Section III.D) was 

also used as an inclusion criterion, 15 papers were removed. 

Thus, 78 studies were finally included.  

C. Study Quality Assessment 

The main quality criterion used in this review is the use of 

an experimental research method, i.e., observation of effects 



from intervention. No other quality requirement was used after 

this during the screening process. However, multiple quality 

criteria were applied indirectly by using previously published 

reviews to identify relevant research. First, systematic reviews 

are typically performed on topics where multiple contributions 

have been made and a certain maturity can be expected with 

respect to research methods. Second, the systematic reviews 

used to identify primary research used quality criteria 

themselves. For instance, the review described in [20] required 

that the quality of studies exceeded a minimum threshold.  

D. Data Extraction 

The following data were originally extracted from each 

study and entered into a spreadsheet: the paper’s title, the RE 

activity to which it relates (i.e., elicitation, analysis, 

specification, and/or validation), the domain (e.g., “creativity 

techniques”), the independent variable(s), the measurement 

method for independent variable(s), the dependent variable(s), 

the measurement method for dependent variable(s), how the 

dependent variables chosen were motivated, and a comment 

field (e.g., its relationship to other papers). Source material 

(citations from the articles) was given for data points when 

deemed necessary (which was usually the case). While 

independent variables were extracted, analysis of these is 

outside the scope of the present paper. 

Papers that describe several experiments were treated as 

several independent experiments. For example, [21] describes 

two experiments and was therefore treated as two independent 

experiments. Papers that concern several phases (e.g., both 

elicitation and analysis) had response variables categorized 

according to the phase that the response variable belong to 

There were also relationships between studies. For instance, 

two experiments ([22] and [23]) replicated an experiment in 

[24]. All replications were included, but when two or more 

papers described the same experiment only the latest published 

paper of these was included.  

E. Data Synthesis 

Data synthesis was carried out as two separate and 

sequential activities. These activities are described in the 

following two subsections. 

1) Synthesis of Dependent Variables and Measurements 

To answer RQ1, the dependent variables and 

operationalization techniques for the 78 studies were classified. 

As a first step, the extracted information was employed with 

the aid of previously published categorizations [9]–[12] to 

identify a set of categories and states that could facilitate data 

synthesis. These are given in the bullet point list below. The 

purpose of this list is not to be holistic, but to reflect relevant 

properties related to the dependent variables studied. 

 Variable class concerns the overall type of the dependent 

variable. For instance, the variable “True defects found out 

of all defects present” corresponds to the class “Defects 

found”. 

 Measurement is the technique that is employed to measure 

the state of the dependent variable. It contains six states: 

─ Answer key: the researcher uses an answer key to correct 

given answers, e.g., a gold standard identified by the 

researchers performing the experiment. 

─ Count: the number of occurrences of an item is counted 

by the subject of the study or the researcher. Unlike an 

answer key, counting does not require the researcher to 

identify correct answers. 

─ Time: a mechanism that captures time. 

─ Judgment by expert: subjective judgment by experts. 

─ Judgment by subject: subjective judgment by subjects. 

─ -: the study does not provide sufficient detail to identify 

the type of measurement employed. 

 Background scenario concerns whether the scenario in the 

experiment is real, fictive, or a combination of both. It 

contains four states: 

─ Real: the experiment is based on a real background (e.g., 

[25] based their work on a requirement specification for a 

Data Warehouse application produced by the Naval 

Oceanographic Office in Mississippi). 

─ Fictive: the experiment is based on a fictive background 

(e.g., [26] employed 414 use cases developed by 

students). 

─ Combo: the experiment is based on a combined real and 

fictive background (e.g., [1] is based on a real 

requirements specification (RS) that has had fictive 

defects injected by the researchers). 

─ -: the study does not provide sufficient detail to identify 

whether its background is real. 

The experiments studied were classified into these 

categories by one reviewer who did this classification 

iteratively, taking into account comments from the other 

authors obtained through workshops held between the 

iterations. To finally test the reliability of the scheme, 10% 

randomly chosen dependent variables corresponding to the 

validation phase were independently scored by three other 

reviewers. The result was more or less uniform, with only small 

differences between the results. For instance, one reviewer used 

“Defects” as a class when another used “Requirements defects 

found” and the third used “True defects found”.  

2) Synthesis of Motivations for Dependent Variables 

The second research question (i.e., why is the success of 

requirements engineering activities measured as it is?) of this 

study involves determining why these particular dependent 

variables are employed. As for the categories related to RQ1, 

the purpose of this list is not to be holistic, but to reflect 

interesting properties related to the data studied. The 

motivations used in the studies were coded as follows: 

 Arguments: the paper describes some logic or theory to 

support the choices of dependent variables. 

 References: the paper cites references for the choices of 

dependent variables. 

 Alternative measures: the paper discusses alternative 

types of dependent variables that could have been used, 

and why these were not used.  

 Framework: the paper relates the chosen dependent 

variables to a framework of existing dependent variables.  



One reviewer was responsible for the elicitation and 

validation phase, one for the analysis phase and one for the 

specification phase. This work was conducted iteratively in 

combination with discussions between these three reviewers.  

IV. DEPENDENT VARIABLES AND MEASUREMENTS 

A total of 78 articles were categorized, from which 298 

dependent variables corresponding to 37 classes were elicited. 

An overview of these variables along with the RE phases they 

concern is described in Table I. The entire dataset, including 

all papers studied and their connected literature reviews, is 

available for download (www.foi.se/res-tqdv). 

TABLE I.  OVERVIEW OF DEPENDENT VARIABLES 
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Agreement 3 12 1 1 

Ambiguity 0 8 0 0 

Analysis base 0 1 0 0 

Benefits 0 2 0 0 

Breadth 5 0 0 0 

Budget overrun 2 0 0 0 

Completeness 0 3 1 0 

Consistency 0 2 0 0 

Correctness 13 9 10 0 

Defects found 0 2 0 43 

Dependencies 1 2 0 0 

Depth 2 0 0 0 

Ease of use 1 1 0 0 

Effort 0 2 0 0 

Feasibility 4 0 0 0 

Group interaction 8 24 0 0 

Managed issues 0 3 0 0 

Memory recall 1 0 0 1 

Novelty 5 0 0 0 

Number of elicited items 31 2 1 0 

Prioritization 0 3 0 0 

Quality 7 2 2 0 

Redundancy 0 1 0 0 

Relevance 4 0 0 0 

Reliability 1 0 0 2 

Satisfaction 6 2 0 2 

Structure 0 1 0 0 

Suitability 1 0 0 1 

Time 4 3 2 9 

Traceability 0 1 1 0 

Transfer 0 0 0 1 

Uncertainty 0 7 0 0 

Understandability 4 3 2 7 

Usability 0 0 0 4 

Usefulness 4 2 0 1 

Verifiability 0 1 0 0 

Operationalizations 107 99 20 72 

Unique variables 20 25 8 11 

A. Elicitation 

The elicitation phase is addressed by 27 articles that include 

a total of 107 variables mapped to 20 different classes. Overall, 

the most common types of measurements are counting (31% of 

all cases), subjective judgment by experts (26%), and 

subjective judgment by subjects (25%). The experimental 

background is often fictive (63%), but there are experiments 

using real backgrounds (27%). As seen in Table I, the 

identified classes of variables are of different levels of 

abstraction. For instance, understandability can be seen as a 

component of usefulness. This is the case because some studies 

operationalize dependent variables as high-level constructs like 

“quality” or “usefulness”. For example, in [27] it is stated that 

“[t]he expert judges rated the quality of each group's solution 

on a scale from one (poor) to seven (excellent)” while the 

variable memory recall used in [28] refers to “the strict 

memorization of material being presented”.  

The most frequently used dependent variable is the number 

of elicited items (29%), where an “item” may refer to a 

requirement, goal, use case, event, system function, action, 

attribute, cultural issue, activity, or threat. This variable is 

measured by counting the number of items that are identified 

during an experiment (77%), often using a background scenario 

made up by the researcher (65%).  

The second most common type of variable is correctness 

(12%). Correctness refers to how close results produced by 

some technique are to the ideal outcome. For instance, [29] 

operationalized correctness as the accuracy of Data Flow 

Diagrams, which was measured by judgment by 25 university 

students. Correctness is often measured by expert judgment 

(46%) and sometimes by an answer key (23%). The 

Background scenario of most of these studies is fictive (54%). 

The third most common type of variable is group interaction 

(8%). This variable refers to how members of a group interact 

when performing some requirements elicitation activity. For 

example, in the experiment described in [30], the researchers 

used their judgment to rate whether any group members 

interacted in a dominant, destructive (for the group’s 

performance) manner. The most common means of measuring 

correctness is by judgment from subjects, i.e., those targeted by 

the intervention. All experimental background scenarios for 

this variable are fictive. 

There is a rather large distribution over the classes of 

dependent variables used within the elicitation phase, with at 

most 29% of the dependent variables corresponding to a single 

class (the number of elicited items found).  

Five overall domains could be extracted for articles 

concerning RE elicitation. Cooperation techniques (11 

variables) facilitate improved cooperation within groups of 

analysts. For example, [27] tested the difference in terms of 

cooperation during virtual meetings compared to face-to-face 

meetings. Creativity techniques (28 variables) concern methods 

that facilitate the generation of new ideas. For example, [31] 

tested whether specifically chosen mental operations help 

generate new, innovative ideas. Document elicitation 

techniques (29 variables) concern methods that facilitate 

information gathering from existing documents. For example, 



[32] studied a method for automatic extraction of relevant 

information from legal documents. Interview techniques (16 

variables) involve methods that help analysts to perform better 

interviews. For example, [33] tested whether a cognitive 

interview method incorporating five principles of memory 

retrieval aids an interviewee's recall ability. Unknown domains 

(4 variables) concern techniques that help analysts to elicit 

information about domains that are unknown to them. For 

example, [34] studied a method for training developers 

regarding domains that are previously unknown to them.  

There is a great variance in terms of what to measure within 

these domains. Experiments involving interview techniques are 

the most similar with at most 44% of all variables 

corresponding to the same type (the number of elicited items); 

experiments involving creativity techniques or unknown 

domains are the least similar with at most 25% of all variables    

B. Analysis 

The analysis phase is addressed by 21 articles having a total 

of 99 variables that could be mapped to 25 classes (see Table 

I). Overall, the most common types of measurements are 

counting (45% of all cases) and subjective judgment by 

subjects (34%). This differs from the elicitation phase, where 

expert judgment is commonly used. The experimental 

background scenario is fictive for 67%, and real for 30%, of all 

variables.  

The most common type of variable is group interaction 

(24%), measured by counting subject interactions (79%) or by 

asking the study’s subjects (21%). For example, [35] employed 

seven dependent variables related to the effectiveness of 

asynchronous discussions, including the number of posted 

messages and the number of votes (i.e., counting), while [36] 

had participants rate each other regarding personal qualities 

such as trustworthiness and politeness (i.e., judgment by 

subject). All experimental background scenarios for this 

variable are fictive.  

The second most common type of variable is agreement 

(12%). Agreement is similar to convergent validity and 

measure if the result from applying a technique agrees with 

results by another technique, or whether individuals agree on 

some topic. For instance, [37] operationalized agreement as 

”the agreement between the different groups in terms of how 

they have prioritized the different features”. This category 

should not be confused with correctness (that concerns some 

notion of “truth”) or group interaction (that concerns how 

individuals exchange information and behave in a group 

context). Agreement is typically measured by counting (67%) 

and always in the context of a fictive background scenario. 

The third most common type of variable is correctness 

(9%), which is explained in Section IV.A. Correctness is 

typically measured by an answer key in the context of a real 

background scenario. 

The synthesis of domains within the analysis phase 

identified four different domains. Requirements negotiation 

techniques (54 variables) concerns methods that facilitate the 

negotiation of requirements between different stakeholders 

during collaborative development of requirements 

specifications. For example, [38] investigated the use of a web-

based meeting system for distributed requirements meetings. 

Presentation techniques (18 variables) concerns methods 

focused on facilitating the analysis process for the analyst. An 

example is [39], which describes an investigation of the effect 

on the performance of the analysts when using UML 

interaction diagrams. Requirements prioritization (22 variables) 

includes methods that support the process of prioritizing 

requirements, such as [37] that tested whether the initial order 

of requirements affects the final priorities. Software release 

planning (5 variables) concerns methods focused on facilitating 

better communication and knowledge sharing between 

stakeholders in software development projects. For example, 

[40] evaluated the use of a release planning method for web 

application development. 

The greatest agreement concerns requirements negotiation 

techniques where at most 43% of all variables are of the same 

type (group interaction). The lowest agreement concerns 

requirements prioritization where at most 19% of all variables 

are of the same type (correctness). 

C. Specification 

The specification phase is addressed by ten articles and a 

total of 20 variables that could be mapped to eight classes. 

Overall, the most common types of measurements are answer 

key (50% of all cases) and subjective judgment by experts 

(30%). This differs from both the elicitation phase and the 

analysis phase where counting is heavily favored. The 

experimental background scenario is fictive for 70% of all 

variables and real for 25% of all variables.  

The most common type of variable by far is correctness 

(50%). Here, correctness refers to the proper identification of 

relevant documents, classified requirements, traceability 

relations, changes or items. It is typically measured using an 

answer key (80%). For example, [41] measures it as the recall 

and precision related to the number of retrieved relevant 

documents. The background scenarios are evenly split between 

real and fictive cases. 

The second most common types of variables are a three-

way tie between quality, understandability and time (10% 

each). Quality refers to the overall quality of a produced RS 

and is measured using expert judgment involving a fictive 

background scenario. Understandability concerns how well 

users of a prescribed technique comprehend this technique and 

is measured using an answer key and fictive background 

scenario. Time is measured using a fictive or combined fictive 

and real background scenario. 

The synthesis of domains within the specification phase 

identified three different domains. Enhancing the usage of the 

RS (3 variables) concerns how different notations and training 

affects the ability to comprehend specifications. An example is 

[42], which addressed the amount of training needed for 

understanding specifications based on formal notation as well 

as specifications based on an informal notation. Decreasing the 

effort to produce the RS (9 variables) concerns approaches that 

support the development of specifications. For example, [43] 

investigated the effectiveness of object-oriented analysis 

compared to structure analysis when compiling requirement 



specifications. RS Refinement (7 variables) includes approaches 

that, based on existing specifications, support the process of 

making the specifications more comprehensive. This includes 

[44], which explored an approach for automatic detection of 

non-functional requirements.  

The agreement is on overall greater for the specification 

phase than the elicitation or analysis phases, with at most 71% 

(RS Refinement and the variable correctness), and at worst 

56% (Decreasing the effort to produce the RS and the variable 

correctness), of all variables corresponding to a single type. 

D. Validation 

The validation phase is addressed by 22 articles having a 

total of 72 variables within 11 classes. The most common types 

of measurements are answer keys (60% of all cases) and 

judgments by the studies’ subjects (18%). Thus, this phase is 

similar to the specification phase with experts’ judgments 

replaced by subjects’ judgments. The experimental background 

scenario is fictive for 57% of all variables, real for 19% of all 

variables, and a combination of real and fictive for 24% of all 

variables. This differs from the remainder of the phases where 

a combination is rarely used.  

The most common variable by far is defects found (60%). 

Defects found is conceptually similar to the variable number of 

elicited items, but focusing instead on the number of defects 

found in a requirements specification. Defects found is in the 

vast majority (88%) of the studies measured using an answer 

key over correct and incorrect elements and in approximately 

half of the studies was measured using a fictive requirements 

specification with artificial defects. When a combined fictive 

and real background scenario is employed (16%), fictive 

defects are injected into a real requirements specification. 

Whether to use real requirements specifications and defects is a 

debated topic that does not seem to have a well-defined answer. 

On the one hand, real specifications with ecologically valid 

defects (such as the one used in [23]) provide a valid view of 

the complexities involved in the real world, something that is 

difficult to manage artificially. On the other hand, a semi-

artificial scenario (such as the one used in [1]) or completely 

artificial (such as the one used in [45]) offers greater control 

(e.g., in terms of unknown [to the researchers] defects) and 

could thus yield more reliable tests.  

The second most common variable is time (13%). Here, 

time typically concerns the amount of time required to identify 

defects in a fictive RS. The third most common variable is 

understandability (10%). Understandability is measured using 

either an answer key or by counting, always in the context of a 

fictive background scenario. 

A total of four different domains could be identified within 

the validation phase. Presentation techniques concern methods 

that alter the presentation of a RS in a way that is hypothesized 

to increase its readability and thus the possibility for analysts to 

spot errors within it. For instance, [21] tested a method that 

formally describes requirements specifications with the use of 

special diagrams. Reading techniques involve methods that 

help analyst to better understand a RS without altering it. This 

includes, for example, [24] which tested the difference between 

RS inspection based on checklists and those made ad-hoc.  

These domains all share then same general viewpoint 

regarding what to measure – defects found (from 33% for 

Presentation techniques to 86% for Cooperation techniques). 

This differs from the other RE phases (especially elicitation 

and analysis) that have less agreement regarding this matter. 

V. MOTIVATION OF DEPENDENT VARIABLES 

Table II gives the frequencies with which studies have 

motivated the choice of dependent variable in different ways 

for the four phases and domains within these phases. More 

details of motivations used in the four phases are provided in 

sections V.A through V.D.  

TABLE II.  MOTIVATION OF DEPENDENT VARIABLES 
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Cooperation techniques 11 9 9 0 0 

Creativity techniques 28 6 20 0 0 

Document elicitation techniques 29 8 8 0 0 

Interview techniques 16 4 6 0 0 

Unknown domains 4 1 1 0 0 

Other 19 0 0 0 0 

Total Elicitation 107 28 44 0 0 

Presentation techniques 18 9 6 0 3 

Requirements negotiation models  54 33 6 0 0 

Requirements prioritization 22 3 5 0 0 

Software release planning 5 5 0 0 0 

Total Analysis 99 50 17 0 3 

Decreasing the effort to  produce the RS 9 4 2 0 4 

Enhancing the usage of the RS 3 2 2 0 0 

Refining the RS 7 0 4 2 0 

Unknown domains 1 0 0 0 0 

Total Specification 20 6 8 2 4 

Competence of analysts 1 0 0 0 0 

Cooperation techniques 14 2 2 0 0 

Presentation techniques 21 12 0 1 0 

Reading techniques 36 29 29 16 16 

Total Validation 72 43 31 17 16 

Total  298 127 100 19 23 

A. Elicitation 

In [46] it is stated that “[t]he true ‘quality’ of requirements 

elicited cannot, of course, be determined with any degree of 

certainty until much later in the system development process 

(e.g., during design or after implementation), if ever”. This 

dystopian notion might be a possible explanation for why 

elicitation studies omit motivating the choice of dependent 

variables. As seen from the Table II, the motivation is in 

general unclear for requirements elicitation papers. Not a single 

variable is motivated with discussions of alternative dependent 

variables or frameworks, less than half are motivated by citing 

others to support the choice, and less than a third of the time 

the selection of variable is motivated with logical arguments. 

For instance, the papers building on EPMCreate cite the 

original experiment involving the technique, but do not relate 



to any overall framework that relates novelty and feasibility to 

other useful properties such as correctness and usefulness. In 

addition, note that the original experiment lacks a clear 

explanation behind its choice of dependent variable. 

B. Analysis 

Motivation of dependent variables within the analysis phase 

differs from the elicitation phase in the sense that variables are 

motivated to a greater extent by argument (51%) and to a lesser 

extent by references (17%). Because alternative dependent 

variables are not discussed, it is, as for the elicitation phase, 

generally unclear why one variable is chosen instead of 

another. One article ([47]) motivates its variables using the 

Bunge Wand Weber framework [48]. This framework is a 

modeling theory that describes a set of abstract ontological 

constructs that can be used to model information systems (e.g., 

thing, property, and system). The relation between this 

framework and concrete response variables is vague at best.  

C. Specification 

As seen in Table II, motivation is slightly better for the 

specification phase than for the elicitation and analysis phases 

Motivations are commonly done using references (40%) and/or 

arguments (30%). However, one study motivates its dependent 

variables by a comparison of alternatives, and one study 

motivates its dependent variables using a framework over 

quality attributes for requirements by [49].  

D. Validation 

As seen in Table II, motivation is in general higher for the 

validation phase than the elicitation, analysis or specification 

phases: 60% of the dependent variables are motivated by 

argument, 43% by references, 24% by discussions of 

alternative variables and 22% by referencing frameworks. This 

is especially clear for reading techniques, where 81% of all 

variables are motivated by argument and/or references, and 

44% with alternatives and frameworks. The articles that 

mention frameworks (namely [50], [51]) refer to three articles: 

 [52], which present an experiment that presents a list of 

fault classes. This work also ended up within this review. 

 [53], which present a list of objectives for an RS and 

provide a test using these objectives for a flight software 

RS.   

 The IEEE Guide to Software Requirements Specifications 

[54], which contains guidelines for how create a good 

(software) RS. 

 The fault classes within these three articles are used to 

categorize faults identified during the experiments 

presented in  [50] and [51].  

VI. DISCUSSION 

The dependent variables and measurement procedures 

listed in this table represent only about a third (36%) of what is 

employed by the included studies. Thus, there is little 

consensus on how to measure the success of RE activities. This 

chapter first discusses the agreement in terms of dependent 

variables and measurement procedures. Thereafter, limitations 

of the present review are discussed. 

A. Agreement on the Dependent Variables  

While disagreement in terms of how to measure RE success 

was anticipated due to the complexity of the topic, the results 

were still rather surprising. In spite of a high abstraction level, 

37 classes of dependent variables were identified, and most of 

the 298 identified measurements of dependent variables differ 

in one way or another. Thus, disagreement is considerable. This 

disagreement is to some extent contingent on whether one 

considers each RE phase as a whole or as the more specific 

domains they contain; however, it is always present.  

Table III summarizes the agreement regarding the different 

RE phases. One observation is that the agreement increases 

along the RE process: a study addressing the validation phase 

introduces 0.5 new classes of dependent variables, while 

studies dealing with other phases introduce between 0.7 and 

1.2. Furthermore, in the validation phase, 60% of all dependent 

variables correspond to a single class (defects found). In the 

other phases, the most frequently used variables are less 

dominant (29% - 50%). That is, when an existing RS should be 

analyzed in respect to requirement defects, there are some 

established methods for accomplishing it. For instance, several 

studies (e.g., [22], [24], [55]) employ the same experimental 

background scenario and methodology (using two RSs called 

CRUISE and WLMS), but with different tested independent 

variables.  

TABLE III.  COMPARISON OF RE PHASES 

Characteristic Elicitation Analysis Specification Validation 

Novel classes 

introduced per paper 
0.7 1.2 1.2 0.5 

Frequency of the 

most common 
variable 

29% 24% 50% 60% 

Provides some 

motivation of 

variables 
41% 59% 70% 64% 

 

Research on the specification and validation phases is better 

at motivating their dependent variables than research regarding 

the elicitation and analysis phases. In particular, there are a 

number of frameworks describing RS fault types that can be 

used as a basis for RS inspections and the dependent variable 

defects found (the framework mentioned by the study 

involving RE analysis is abstract and not easily translated to 

dependent variables).  

However, if one scratch the surface of dominant variables 

such as defects found, inconsistencies remain, and further 

theoretical work is needed. In particular, we found only one 

study that measured the number of falsely reported defects 

(using a single variable) [1]. This is rather odd considering that 

management of falsely reported defects can be a costly 

endeavor. When [15] studied dependent variables 

corresponding to the success of information systems, they 

argued that a great variety of response variables is necessary 

because each study is unique. Our analysis points to the 

opposite – it is generally unclear why certain dependent 

variables are employed before others that also should be 

possible to employ. For example, it is unclear why tests of the 



creativity technique EPMCreate [56]–[59] typically employ 

novelty and feasibility instead of, for example, correctness or 

usefulness (cf. Section IV.A). A diversity of the magnitude 

identified by this review prohibits straightforward synthesis 

and analysis of experimental results, as exemplified by the 

complex aggregation rules employed in [9]. It is difficult to see 

any good reason for a diversity and disagreement of the 

magnitude present in the choice of dependent variables used in 

RE research; it is easy to see how standards and theoretical 

models would improve the utility of future research. 

B. Agreement on the Measurement Procedures 

There is a large variation in how different dependent 

variables are measured, especially for the elicitation and 

analysis phases. To employ an objective measurement (e.g., 

counting, answer key or time) is arguably a more reliable 

approach than the use of a subjective judgmental measurement. 

Subjective measures (i.e., judgment) are common for the 

elicitation and analysis phases (used in 51% and 37% of the 

variables). They are less common for the specification and 

validation phases (used in 30% and 18% of the variables). 

Studies of the specification and validation phases use an 

answer key to measure the dependent variable in the majority 

(50% and 60%) of the included variables. The reason behind 

this is likely that the use of an answer key requires the 

researchers to obtain the ground truth on the matter, something 

that the measurement frameworks within the specification and 

validation phases can be used as a basis to provide.  

In regard to the degree of realism provided by the overall 

context of the experiment, the results are quite similar for all 

phases: the majority of variables are measured in the context of 

an experimental background scenario made up by the 

researchers. While a background scenario based on the real 

world naturally is more difficult to operationalize in an 

experiment, it ensures ecological validity. On the positive side 

of fictive scenarios, they do enable studying properties that 

otherwise might be difficult with real-world data. For instance, 

[1] found that trivial defects such as syntactical mistakes 

receive significant attention during RS reviews. If one wishes 

to study more complex defects, it is thus likely more effective 

to provide a fictive scenario without any syntactical mistakes. 

A combined fictive and real background is not employed at 

all in the elicitation or analysis phases and seldom (5%) in the 

specification phase. The outlier is the validation phase, where it 

is used for a quarter of all variables. The reason behind this is 

that some experiments involving requirements validation 

concern real requirements specifications that are seeded with 

fictive defects. One reason why seeded defects are used is that 

it is simpler than finding actual defects (e.g., as in [50]). 

Another reason is that it (as for completely fictive designs) 

allows for a greater control over the experiment.  

C. Limitations 

Possibly the most apparent limitation of this study is that it 

makes no attempt to identify the best way of measuring the 

success of RE elicitation, analysis, specification, validation or 

any of the studied domains within these phases. It simply 

attempts to understand how these activities are measured by 

researchers, and why they are measured in these ways. As 

noted in the discussion above, the authors think that research 

should be directed towards defining theoretically sound and 

practically usable experimental dependent-variable protocols. 

Apart from the fact that this study makes no attempt to 

identify the best way of measuring the success, the perhaps 

largest concern lies with the methodology employed to select 

studies: records included in previously performed systematic 

reviews were used instead of directly searching databases for 

these (as is typically done by systematic reviews). There are 

apparent issues with this search strategy. First, it purposely 

limits the review to a few selected topics in the RE domain, and 

these topics have been selected by others. Second, it is biased 

in the same way as the original reviews are with respect to 

search strategies, inclusion criterions, etc. Because these are 

likely to vary between the reviews, an undesirable variation 

may exist within the retrieved records. This is confirmed by 

[8], who identified large variations between reviews that 

covered the same or similar topics. Third, because the search 

relies on records established years ago, it does not guarantee 

that all present knowledge is included; more recent studies may 

exist. The 78 included articles were published between 1986 

and 2011, with the majority (69%) published during the first 

decade of this millennium.  

In spite of these issues, the strategy of using previously 

performed systematic reviews was judged as the best option 

compared to alternative search strategies. The use of previously 

published reviews was judged as a better alternative to drawing 

a random sample of papers from databases because it yields 

studies addressing well-defined and mature topics related to 

RE. Control over the research topics ensures that identified 

variation is not entirely attributed to different focus in the 

included studies. Another alternative would be to limit the 

search to journals, conferences and workshops with an explicit 

RE focus. This would introduce an undesirable bias because 

much of RE research is published in general system-science 

and software-engineering venues. 

Another concern of the study lies with the coupling of 

dependent variables to classes, measurement types and 

experimental background scenarios (see Section IV). As no 

holistic framework or guidelines for this purpose was found, 

this mapping was conducted based primarily on the judgment 

of the authors. Thus, there is certainly a possibility that some 

dependent variables have been wrongly classified. It is also 

likely that there are better, e.g., more stringent and 

comprehensive, taxonomies of classifying dependent variables 

in RE research. 

VII. CONCLUSIONS AND FUTURE WORK 

This study set out to answer two research questions: “how 

are requirements engineering activities measured?” (RQ1) and 

“why are these measurements used?” (RQ2). 

Our results regarding RQ1 show that there is an extensive 

disagreement regarding what to measure, both within and 

between RE phases and domains of study. The most dominant 

variables for the four phases are the number of elicited items 

(the elicitation phase), group interaction (the analysis phase), 



correctness (the specification phase) and defects found (the 

validation phase). The type of measurement and experimental 

context employed depend on the RE phase in question: works 

involving RE elicitation, analysis or specification favor 

subjective, judgmental methods, whereas works involving RE 

validation favor answer keys. 

Our results regarding RQ2 show that it often is unclear why 

certain measurements are chosen. They also show that when 

motivation is provided, it often concerns referencing papers 

that in return do not motivate their own choices. Approximately 

one-third of the chosen variables are motivated with references 

to other researchers who have used them, almost half of them 

are motivated with arguments, and less than one-tenth are 

drawn from established frameworks. Furthermore, only 6% of 

the chosen dependent variables were chosen after 

contemplating and discussing alternative choices.  

Our results suggest that future RE research needs to be 

directed towards development of measurement standards. For 

example, if the number of elicited items and their correctness is 

a sound means of measuring the effects of interventions on RE 

elicitation, then this method could be standardized. One means 

of accomplishing this could be to find well-conducted studies 

that provide background scenario information sufficient to 

enable replication. A good example of this is [24], which has 

been replicated by several other studies (e.g., [22]). Based on 

these, on literature on the problem areas and on best-practice 

guidelines on how to conduct experiments, optimal 

experimental configurations could be elicited. However, 

perhaps more important is to identify what the gold standard 

should be and identify its theoretical limitations. The results 

from this review could be used as a stepping stone to 

accomplish this objective.  
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